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Forward Together • ReliabilityFirst 

What is Human Performance?
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Drifting to Failure Concept
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2015-2019 Outages per Circuit (100 kV+)

Number of transmission outages from AC circuits and transformers 
caused by human error is decreasing
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https://www.nerc.com/pa/RAPA/PA/Performance%20Analysis%20DL/NERC_SOR_2020.pdf
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Human Error Outages (100 kV+)

Number of operational outages from AC circuits and transformers 
caused by human error are increasing
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Events Involving Human Error

 Job scoping did not identify special circumstances and/or 
conditions

System interactions not considered or identified

 Inadequate work package preparation

Risks/consequences associated with change not adequately 
reviewed/assessed

Management policy guidance or expectations are not well-
defined, understood or enforced
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Maximizing Human Performance 

We must understand that people will be people!
Make it easy for employees to do the right thing.

Make it hard for employees to do the wrong thing.
Make it so that when they do the wrong thing,                         

it doesn’t lead to a catastrophe!
Make the system conform to the people,                               

not the other way around!
Create an environment that allows feedback and adaptation!
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RF Human Performance Community of Excellence
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Intended Audience:
Human Performance 

Professionals from the 
ReliabilityFirst Entities

A Community of Excellence (CoE) is a group of people who share 
an interest or passion for something they do, and learn how to do 
it better as they interact regularly with other colleagues in their 
field of expertise.

PUBLIC
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RF Knowledge Center
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https://rfirst.org/KnowledgeCenter/Risk%20Analysis/HP/
PUBLIC

https://rfirst.org/KnowledgeCenter/Risk%20Analysis/HP/


Technical Talk with RF

Technical Talk with RF is scheduled the third 
Monday of each month from 2:00-3:30 p.m.

Save the Date for our next event, 
Monday, August 16

NERC’s Dr. Ryan Quint plus RF’s Johnny Gest and David Sopata will be
providing an update from the Security Integration and Technology
Enablement Subcommittee (SITES) including an update on the
upcoming IEEE-NERC Technical Report. Also NERC’s Clayton Calhoun
will be presenting with RF’s Brian Thiry on the recently released FERC
and ERO Enterprise Joint Report on Real-time Assessments.

https://www.nerc.com/comm/RSTC/Pages/SITES.aspx
https://www.ferc.gov/media/ferc-and-ero-enterprise-joint-report-real-time-assessments


SERC & ReliabilityFirst Joint Webinar on
Cold Weather Preparedness
Tuesday, August 24, 9:00 a.m. – 12:00 p.m. 

This webinar will utilize the results of the 2020/2021 SERC Winter 
Weather Survey plus industry experts across the ERO and industry to 
provide insight into Cold Weather best practices with a focus on 
exposed equipment, training, documentation, experiences, and 
lessons learned. 

Registration Link

https://www.serc1.org/outreach/events-calendar/event-details/2021/08/24/training-and-education/outreach-event---2021-cold-weather-preparedness-webinar


RF Internal Controls Webinar
Wednesday, August 25, 1:00 – 4:30 p.m. EDT

Building on our last Internal Controls event, this webinar will focus on 
the importance of culture within the internal control program; how and 
why the tone at the top, tone at the middle and the acceptance 
throughout is crucial; and how that can drive the appropriate mitigation 
of risk, as well as reliability, resilience and security.

This event is especially relevant for C-suite and Vice Presidents, 
directors, supervisors, managers, primary/alternate compliance 
contacts, plus SMEs involved in creating and managing internal controls.

Registration Link

https://rfirst.org/eventdetail?EventId=210


RF Annual Reliability and Compliance (Virtual) Workshop
Wednesday, September 22, 1:00 – 5:00 p.m. EDT
Thursday, September 23, 1:00 – 5:00 p.m. EDT

The theme is Building Sustainable Programs, and the goal is to help 
Entities and stakeholders establish, improve and maintain their efforts 
in critical areas. This includes gaining a deeper understanding of why 
and how sustainable programs (e.g., compliance programs, internal 
control programs, Facility Ratings, implementing new standards, etc.) 
significantly contribute to greater grid reliability, security and 
resilience, as well as risk mitigation.

This event is especially relevant for directors, supervisors, managers, 
primary/alternate compliance contacts,plus SMEs involved in creating 
and managing internal controls.

Registration Link

https://rfirst.org/eventdetail?EventId=199
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We Are All Connected! 
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These engagements are 
about building relationships 

with our stakeholders so 
we are all successful! 
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Tell Some Stories!
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Do you have a coping crisis?

August 12, 2021

OPG’s Total Health Strategy

PUBLIC



1 | Background

2 | Why a Total Health Strategy

3 | Business Case Model

4 | OPG’s Total Health Journey

5 | OPG Successes to Date

6 | Elements of Success

Agenda
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• OPG is one of the largest electricity producers in North 
America.  OPG operates/maintains 66 hydroelectric 
stations, 2 nuclear stations, 1 biomass station, 1 dual-
fueled oil and gas station, 1 solar facility and 4 natural 
gas-fueled stations owned and operated by wholly-
owned subsidiary Atura Power.

• OPG also owns or co-owns a number of additional 
facilities in Ontario and the United States.  This includes 
Eagle Creek Renewable Energy, Brighton Beach, and 
Portlands Energy Centre.

• OPG has 18 910 MW of in-serv ice generating capacity, 
90%+ free of carbon emissions and employs over 9300 
skilled workers.

Who is Ontario Power Generation?
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• Unfavourable Auditor General Report (2013) 
around employee sick leave statistics.

• The COVID-19 pandemic has had a 
detrimental effect on the mental health of 
Canadians.

• Want a health program that mirrors our safety 
program.

• An understanding of the value of health on 
engagement and productivity.

• It’s the right thing to do.

Why A Total Health Strategy?

p19

Health Drives Productivity



The Total Health business case model 
consists of 3 building blocks

p20

Building Block 1:  Full-time Equivalent Capacity

Building Block 2:  The Cost of Doing Nothing

Building Block 3:  Total Rewards 
Support

Source:  Lifespeak THI 2018 (Formerly Morneau Shepell)



• If we have 100 employees, working at 8 hours per day, this equates to 800 
hours of work units per day

• Discretionary Effort – this is the human condition and may never be 100%; our 
benchmarks show an average of 88% or 12 FTEs.

• Absenteeism – every day, some employees miss work. Morneau Shepell THI 
benchmarks show that for every 100 FTEs each day  1 can be expected to 
miss work.

• Presenteeism – every day, some employees come to work feeling unwell. 
Morneau Shepell THI benchmarks show this is about 10 employees.

• This model suggests that in this 100-FTE organization on a typical day the 
actual number of FTEs operating is 77, even though the number of employees 
on site may  be higher.   

p21

Building Block 1:  Understanding FTE capacity, a 100 
employee example

Source:  Lifeworks THI 2018 (formerly Morneau Shepell)



• There are factors that can drain an organization’s and employee’s batteries.

• These drains can result in costs that impact productivity and the bottom line.

p22

Building Block 2:  Understanding the Cost of Doing 
Nothing (CODN)

Source:  Lifeworks THI 2018 (formerly Morneau Shepell)



• Organizations use three factors to charge the organization’s and individuals’ batteries. These factors can 
be divided into enablers and drivers.

• The research suggests that evidence-based programs provide the biggest opportunity to have a major 
impact on CODN.
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Building Block 3:  Understanding Total Rewards 
Support, factors that charge employee capacity

Source:  Llifeworks THI 2018 (formerly Morneau Shepell)



Laying Your Foundation for a Total Health Strategy

p24 Source:  Lifeworks THI 2018 (formerly Morneau Shepell)



OPG’s Total Health Strategy

p25

Total Health Conference 
Alignment Roll Outs 

EFAP Roll Out Sessions
Online Total Health Assessments
Building Our Intranet Resources

Launched Mental Health First Aid Training
Labour – Management Total Health Advisory Team
Focused Mental Health Initiatives
Attendance Support Program
Introduced Lifespeak
MMA Process Improvements
Introduced Influence Care
iCare campaigns

LTD Process Improvements
FDAR Pilot
Introduce Depression Care
Introduce Telemedicine Pilot
iCBT Pilot

3000 employees trained in 
Mental Health First Aid, and 
extended to 2022
Expand FDAR across OPG
Bystander Training
Resiliency Training
iCare for Wellness Campaign
Expanded communications on 
Mental Health
Disability Management Projects

Re-Focus
Psychological 
Health Analysis
Mindfulness Series
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Total Health Programming EXAMPLE

How Do You Generate Improvement?



• Decrease in average closed claim duration across top driver diagnostic catergories (since 2016):

 22% decrease in duration of mental health cases ($2.75M) by 2019, a slight increase in 2020 (but less than national 
norms)

 70% of our claims are resolved in less than 20 days of absence.

 28% decrease in average major medical absence days lost per 1000 employees.

 40% reduction in new LTD claims

 First Day Absence Reporting Program saved just under $1M (878 employees in program) in two 
years.  It is expected the savings would range from $2M to $4.5M per year across OPG.  2020 was 
an anomaly year with a significant reduction in sick leave.

 6% increase in Return to Work (86%)

 82% increase in trauma support in 2018 and 2019, slight reduction in 2020 (WFH)

 20% increase in counselling services for urgent mental health issues

p27

OPG’s Successes to Date



• For those interested in undertaking a similar strategy, the following factors were instrumental in the 
successes to date:

• Leadership commitment and support

• Internal resources to support the program

• Union communication and involvement

• A shift in employee culture

• A strong partnership with your service provider.

p28

Key Elements of Success
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Questions?

Contact info:  Tanya.hickey@opg.com



Edison Electric Institute (EEI)
Serious Injury and Fatality (SIF) precursors

Providing proactive, real-time feedback

PUBLIC





EEI published the SIF precursors in April 2019

• Recognized that SIFs had plateaued over the last decade

• EEI assembled a team of 21 safety professionals from different industries

• They identified 59 SIF precursors--and narrowed it to 13

• Developed a scorecard with weighted values assigned to each of the 13 SIF Precursors

• The scorecard is used to collectively identify the potential for a SIF before work begins



EEI SIF precursors Analysis Scorecard





• Our analysis is primarily performed during work observations (not only before the work 
starts) to more accurately identify the behaviors.

• In this way, KnowledgeVine interacts with the crew in a proactive manner, coaching them 
in real-time to ensure human performance behaviors are understood and demonstrated.

• Each contractor is distinguished by a particular color code on the dashboard for use by 
the utility in assessing performance.

• Each contractor has their own dashboard that displays only their data.  This is used 
during periodic meetings to determine if any actions are warranted.

• Our field specialists flag each observation as either Positive or Constructive, with two 
levels assigned to each of these categories.















The overall grade 
provides perspective 
on our observations, 
and focuses the 
corrective actions

Click on any of the 13 precursors to see 
a recommended set of actions for 
Executives, Leaders and Employees

Two levels of Constructive and 
Positive observations:  HI is more 
significant and LO is routine. Used to 
determine the overall grade





Todd Brumfield
VP Operations
225-259-1239

www.knowledgevine.com



HP in Cybersecurity: CyOTE™
ReliabilityFirst Human Performance Workshop – August 12, 2021 – Sam Chanoski, Idaho National Laboratory

PUBLIC
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CyOTE Purpose 
and Goals
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Today’s energy sector IT and OT systems are complex and 
interconnected.

Sophisticated adversaries have the knowledge to target  OT 
environments that result in physical disruptions to energy flows or 
damaged equipment.

Industry visibility, monitoring, and analysis capabilities in the OT 
space are still relatively new and immature—leaving asset owners and 
operators (AOOs) struggling to determine whether anomalous 
operational events potentially have a malicious cyber cause.

We need to change the paradigm for security and begin thinking of 
security as a holistic analysis of business operations to identify 
anomalies from unalterable data sources and investigate further 
from those sources.

What Need is CyOTE Targeting?
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Most AOOs lack the capability to analyze data from their OT 
networks effectively and consistently identify attacks, much 
less in real time – in significant contrast to their IT networks.

What is the Problem CyOTE is
Trying to Address?

Even those who have some capabilities still want and need to 
improve their level of OT understanding.

Improving understanding of OT data enables AOOs to make 
better risk-informed decisions to secure their OT environments.
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Challenges
Regulations limit the information that can be shared.

Geographic dispersion of assets in the field.

Communications channels may be limited.

No common lexicon for data fields and threat information.

Understanding anomalies in operations.
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Develop a threat identification capability for energy 
sector asset owners and operators to independently 
identify indicators of attack within their operational 

technology (OT) networks.

CyOTE Vision
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CyOTE aims to move the energy sector AOO’s threat detection capability 
earlier into an attack campaign. The better understanding an asset owner 

has into their OT environment, the less obvious anomalies they may be able to 
confidently identify as either an attack technique or a non-malicious 

operational failure. This shifts the AOO’s threat detection capability earlier 
into an attack campaign to identify attacks with ever-decreasing impacts.

Solution
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Leveraging HOP 
Principles
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 Adapted from Endsley’s 
1995 Model of Situation 
Awareness
 Perception: individual 

human ability to detect an 
observable
 Comprehension: 

organizational human 
ability to understand an 
observable

Central Concept

Image: https://www.nerc.com/comm/RSTC_Reliab ility_Guidelines/SA_for_System _Operators.pdf 
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• Observable: an occurrence 
that can be perceived

• Anomaly: an observable 
different from what is expected 
or “normal”

• Triggering event: an anomaly 
that merits investigation

Nested Mental Model of Occurrences

Everything

Observables

Anomalies

Triggering
Events
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Knowns and Unknowns
 The world is divided into 

Knowns and Unknowns
 Division applies to 

perception and to 
comprehension
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Improving Perception
 Improving our perception 

shrinks the Unknown 
world
 Conscious visibility
 Still need to understand 

the newly perceived 
observables
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Improving Comprehension
 Improving our 

comprehension further 
shrinks the unknown 
world
 Better idea of what not-

yet-perceived observables 
look like (Fact Sheets and 
Recipes)
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 Relationships between departments

 Energy monitoring capabilities and practices

 Capability to respond to and resolve reliability failures

 Capability to respond to and resolve cybersecurity incidents*

 Understanding of organizational risk appetite*

 Capability for organizational learning and continuous improvement

 OT instrumented visibility*
* Relates to a Cybersecurity Capability Maturity Model (C2M2) domain

Organizational Capabilities
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• How to understand the information 
you have, not get more data

• Applies concepts of perception and 
comprehension to a world of Knowns 
and Unknowns

• MITRE ATT&CK® Framework for ICS is 
a central part of our common lexicon

• Endpoint is making a risk-informed 
decision to conduct incident response 
or to treat as a reliability failure

• Over time, detect fainter signals 
sooner

CyOTE Methodology Overview
CyOTE Methodology

PerceptionTriggering
Event

Reliability
Failure Fix

Incident
Response

Comprehension

Decision
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Initial Access Execution Persistence Evasion Discovery Lateral
Movement Collection Command

and Control
Inhibit 

Response
Function

Impair Process 
Control Impact

Data Historian
Compromise

Drive-by
Compromise

Engineering
Workstation
Compromise

Exploit
Public-Facing
Application

External Remote
Services

Internet Accessible
Devices

Replication
Through Removable

Media

Spearphishing
Attachment

Supply Chain
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Wireless
Compromise

Change
Program

State

Command-Line
Interface

Execution
through API

Graphical
User Interface

Man-in-the-middle

Program
Organization

Units

Project File
Infection

Scripting

User Execution

Hooking

Module
Firmware

Program
Download

Project File
Infection

System Firmware

Valid
Accounts

Exploitation
for Evasion
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Removal
on Host

Masquerading

Rogue
Master
Device
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Reporting
Message

Utilize/Change
Operating

Mode

Control
Device

Identificatio
n

I/O Module
Discovery

Network
Connection

Enumeration

Network Service
Scanning

Network Sniffing

Remote
System

Discovery

Serial Connection
Enumeration

Default
Credentials

Exploitation
of Remote

Services

External Remote
Services

Program
Organization

Units

Remote
File Copy

Valid
Accounts

Automated
Collection

Data from
Information
Repositories

Detect
Operating

Mode
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Program

State

I/O Image

Location
Identification

Monitor Process
State

Point & Tag
Identification

Program
Upload

Role Identification

Screen Capture

Commonly
Used Port

Connection
Proxy

Standard
Application

Layer Protocol

Alarm Suppression

Activate Firmware
Update Mode

Block
Command
Message

Block
Reporting
Message

Block Serial COM

Data
Destruction

Denial of
Service

Device
Restart/

Shutdown

Manipulate
I/O Image

Modify
Alarm

Settings

Modify
Control

Logic

Program
Download

Rootkit

System Firmware

Utilize/Change
Operating

Mode

Brute
Force I/O

Change
Program

State

Masquerading

Modify
Control

Logic

Modify
Parameter

Module
Firmware

Program
Download
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Master
Device

Service
Stop
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Reporting
Message

Unauthorized
Command
Message

Damage to 
Property

Denial of Control

Denial of View

Loss of Availability

Loss of Control

Loss of
Productivity
and Revenue

Loss of Safety

Loss of View

Manipulation
of View

Manipulation
of Control

Theft of
Operational
Information

Fact
Sheet

Legend

Techniques HMI
Use

Cases:
Remote
Login

Alarm
LogsTactics

MITRE ATT&CK for ICS Matrix (October 
2020)

Rootkit
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• Define your triggering events
• Alarms, human pattern 

matching, business process 
exceptions

• Who else needs to know, i.e. 
transition from individual to 
organizational awareness

Employment: Perception

PerceptionTriggering
Event

Reliability
Failure Fix

Incident
Response

Comprehension

Decision

CyOTE Methodology
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• Identify and locate sources of 
information

• Build context: are related observables 
expected or not, present or not?

• How much does this resemble a 
known technique?

• Knowledge management and 
documentation

• Recursive pivots to explore related 
observables

Employment: Comprehension

PerceptionTriggering
Event

Reliability
Failure Fix

Incident
Response

Comprehension

Decision

CyOTE Methodology
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Organizational comprehension requires 
significant cooperation between disparate 
roles and responsibilities across an AOO's 
organization that may not regularly work 
together, including some roles that do not 
have traditional security responsibilities.

Collaboration 
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• Risk-informed, binary 
business decision on how 
to resolve the situation

• Scientific method analogy
‒ H0: Reliability failure
‒ H1: Incident
‒ Confidence level based

on risk appetite

Employment: Decision

PerceptionTriggering
Event

Reliability
Failure Fix

Incident
Response

Comprehension

Decision

CyOTE Methodology
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• The CyOTE team is creating Case Studies using both historical OT attack 
scenarios and scenarios identified with AOO partners to demonstrate 
where AOOs could apply the CyOTE methodology to identify effects 
of malicious cyber activity and correlate the effects to techniques.

• These Case Studies provide the opportunity to better demonstrate 
how the CyOTE methodology could create broader understanding 
of OT environments and help identify attack campaigns with ever-
decreasing impacts.

Learning through Case Studies
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• We need to change the paradigm for security and begin thinking of security as a holistic 
analysis of business operations to identify anomalies from unmaskable data sources and 
conduct further investigation of any associated data.

• Correlating operational anomalies/observables to techniques and linking them to other 
anomalies provides the ability to detect attack campaigns with ever-decreasing impacts.

• Read the full CyOTE methodology paper at                                                  
https://inl.gov/wp-content/uploads/2021/07/CyOTE-Methodology-20210625-final.pdf

• You can help by employing the CyOTE methodology in your organization: 
o look for anomalies in your environments, 
o identify anomalies that would trigger further investigations, 
o correlate available data sources, 
o associate additional anomalies, and 
o determine if you are in the early stages of an attack campaign.

Final Thoughts

https://inl.gov/wp-content/uploads/2021/07/CyOTE-Methodology-20210625-final.pdf
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QUESTIONS and DISCUSSION

CyOTE.Program@hq.doe.gov

CyOTE.Program@hq.doe.gov

Sam Chanoski
Technical Relationship Manager | Cybercore Integration Center
samuel.chanoski@inl.gov
Idaho National Laboratory | Atlanta, GA

mailto:CyOTE.Program@hq.doe.gov
mailto:CyOTE.Program@hq.doe.gov
mailto:samuel.chanoski@inl.gov
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Achieving Real-Time Operational Success

With Network Modeling:

“One-Lines for the Front Line”

Go Beyond the One Line™ 

Mike Legatt, ResilientGrid

ReliabilityFirst Human Performance Conference

August 12, 2021

© 2019-21, ResilientGrid, Inc. All Rights Reserved



Overview

• Human Performance concepts focus heavily on real-time operations: 
control room and the field

• However, real-time operations depends on high-accuracy and high-
fidelity data from upstream sources, including network modeling

• Therefore, looking at network modeling activities from a human 
performance lens not only helps network modeling, but also all the 
reliability and market functions that depend on modeling.

• This presentation covers several stories across multiple entities 
around human performance issues noted in network modeling. All 
components are anonymized

© 2019-21, ResilientGrid, Inc. All Rights Reserved



Core Philosophies:

“All organizations are perfectly aligned to get
the results they get.”

Arthur W. Jones

© 2019-21, ResilientGrid, Inc. All Rights Reserved



The same core principles

• Situational Awareness
• Adaptive Capacity
• Mental Models
• Resiliency
• Reinforcement and Punishment
• Human Information Processing Limitations
• Domains of function
• “Out of the Loop Syndrome”
• Latent Risk
• Complexity vs. Complicatedness

© 2019-21, ResilientGrid, Inc. All Rights Reserved



Challenge #1: Over-work, stress, distraction

• “Do more with less”
• Growth in network modeling as core system of record
• Serving multiple new systems simultaneously: EMS, market, outage 

management, logging
• Interfacing with member entities
• Data confidentiality and CEII concerns

© 2019-21, ResilientGrid, Inc. All Rights Reserved



Challenge #2: Over-reliance on tooling

• Fredrick W. Taylor: transfer of expertise from the front line to 
managers to tooling

• Multiple modeling errors may lead to the appearance of “all good”:
• Multiple model parameters incorrect in a change request
• Powerflow convergence no unanticipated contingencies
• Potential introduction of latent risks

© 2019-21, ResilientGrid, Inc. All Rights Reserved



Challenge #3: One-Line copy/paste errors

• EMS one-line displays focus on displaying elements and lines, not 
representing accurate topologies and connectivity

• Breaker/label example:
• Copy/paste
• Change SCADA point for label
• Phone rings with urgent interruption
• SCADA breaker state pointing to old point but one-line “looks good”

© 2019-21, ResilientGrid, Inc. All Rights Reserved



Challenge #4: One-Line mismatches

• One-Line displays can be different amongst many groups. 
• For example a transmission operator:

• SCADA One-Line display
• Study / SE one-line display
• CAD drawings
• Operating guides and procedures with embedded images
• One-lines (and a network model) as represented by the RC

• Naming convention issues
• Different layouts
• Latent risks, especially in high-pressure situations

© 2019-21, ResilientGrid, Inc. All Rights Reserved



Challenge #5: Continuous improvement 
friction
• Activation energy high for model improvements. For example:

• One-line changes noted by operator or field worker
• Documentation of the problem usually occurs, documentation of requested 

solution less frequent
• Entering the modeling pipeline may lead to significant (up to 6 month) delay, 

unless emergency updates occur.
• Problems can be “thrown over the fence”, so the updated one-line doesn’t 

match what was needed

© 2019-21, ResilientGrid, Inc. All Rights Reserved



Challenge #6: Increasing reliance on modeling

• Network models are becoming increasingly important for reliable 
operations

• Not just powerflows, but for example:
• Human safety concerns
• Topological processing (e.g., radiality)
• Blackstart simulations and estimations
• Project workflow tracking and forecasting

© 2019-21, ResilientGrid, Inc. All Rights Reserved



CONFIDENTIAL: DO NOT CIRCULATE WITHOUT WRITTEN PERMISSION FROM RESILIENTGRID, INC 

© 2019-21, ResilientGrid, Inc. All Rights Reserved


	2021 Human Performance Workshop �
	Human Performance Workshop �Why Are We Here?
	What is Human Performance?
	2015-2019 Outages per Circuit (100 kV+)
	Human Error Outages (100 kV+)
	Events Involving Human Error
	Maximizing Human Performance 
	RF Human Performance Community of Excellence
	RF Knowledge Center
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	We Are All Connected! 
	Tell Some Stories!
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 22
	Slide Number 23
	Slide Number 24
	Slide Number 25
	Slide Number 26
	Slide Number 27
	Slide Number 28
	Slide Number 29
	Edison Electric Institute (EEI)�Serious Injury and Fatality (SIF) precursors
	Slide Number 31
	EEI published the SIF precursors in April 2019
	Slide Number 33
	Slide Number 34
	Slide Number 35
	Slide Number 36
	Slide Number 37
	Slide Number 38
	Slide Number 39
	Slide Number 40
	Slide Number 41
	Slide Number 42
	Slide Number 43
	Slide Number 44
	HP in Cybersecurity: CyOTE™
	CyOTE Purpose and Goals
	What Need is CyOTE Targeting?
	What is the Problem CyOTE is�Trying to Address?
	Challenges
	CyOTE Vision
	Solution
	Leveraging HOP Principles
	Central Concept
	Nested Mental Model of Occurrences
	Knowns and Unknowns
	Improving Perception
	Improving Comprehension
	Organizational Capabilities
	CyOTE Methodology Overview
	Slide Number 60
	Employment: Perception
	Employment: Comprehension
	Collaboration 
	Employment: Decision
	Learning through Case Studies
	Final Thoughts
	QUESTIONS and DISCUSSION��CyOTE.Program@hq.doe.gov
	Slide Number 68
	Overview
	Core Philosophies:
	The same core principles
	Challenge #1: Over-work, stress, distraction
	Challenge #2: Over-reliance on tooling
	Challenge #3: One-Line copy/paste errors
	Challenge #4: One-Line mismatches
	Challenge #5: Continuous improvement friction
	Challenge #6: Increasing reliance on modeling
	Slide Number 78

